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UNIT-1 VECTOR ALGEBRA

a) Introduction

e Vector algebra deals with the study of vectors and the rules for vector operations.

e Vectors are quantities that have both magnitude and direction, unlike scalars which have
only magnitude.

b) Types of Vectors (in component form)

e Null Vector: A vector with zero magnitude and arbitrary direction, represented as 0~ or
(0,0,0).

e Parallel Vectors: Vectors that have the same or exactly opposite directions.

e Collinear Vectors: Vectors that lie along the same line or parallel lines.

c) Representation of Vector
e Avector is represented by a directed line segment. In component form: A” = xi + yj + zk.
e Graphically represented with an arrow pointing in the direction of the vector.

d) Magnitude and Direction of Vectors
e Magnitude of vector A” = V(x? + y? + z2).
e Direction is given by direction cosines or angle made with coordinate axes.

e) Addition and Subtraction of Vectors
o AT+B7=(x+X)i + (y1+V2)j + (21 + 22)k.
o AT-B7=(xi-Xa)i+ (y1-Va)j + (z1 - 22)k.

f) Position Vector
e Position vector of a point P(x, y, z) with respect to origin is given by r” = xi + yj + zk.

g) Scalar Product of Two Vectors
e A B =|A"||B7|cosO = xiXa + y1ya + 7122
e Result is a scalar quantity.

h) Geometrical Meaning of Dot Product
e Dot product gives the projection of one vector onto another.

e Used to find angles and work done (W = F” - d”).

i) Angle Between Two Vectors
e cosB=(A"-B")/(|A7]|B7]).
e B=cos[(A7-B")/ (|A7]|B])].

j) Scalar and Vector Projection of Two Vectors
e Scalar projection of A" on B”: |A”|cos® = (A" - B")/|B”].
e Vector projection: proj B"(A”)=[(A”-B")/|B”|?] B".



k) Vector Product and Geometrical Meaning (Area of triangle and

parallelogram)
e A" xB7=|A’||B’|sin@ A, where f is a unit vector perpendicular to the plane containing A’

and B
e Area of parallelogram = |A” x B”|.
e Area of triangle = (1/2)|A” x B”|.

UNIT-2LIMITS AND CONTINUITY

LIMIT OF A FUNCTION

Lets discuss what a function is a function is basically a rule which associates an
element with another element.

There are different rules that govern different phenomena or happenings in
our day to day life.

For example,

i. Water flows from a higher altitude to a lower altitude

ii. Heat flows from higher temperature to a lower temperature.

iii. External force results in change state of a body(Newton’s 1°* Rule of
motion) etc.

All these rules associates an event or element to another event or element,
say, X with y.

Mathematically we write,
y =f(x)

i.e. given the value of x we can determine the value of y by applying the rule
Ifl

for example,
y=x+1

i.e we calculate the value of y by adding 1 to value of x. This is the rule or
function we are discussing.

Since we say a function associates two elements, x and y we can think of
two sets A and B such that x is taken from set A and y is taken from set B.
Symbolically we write

x & A(xbelongstoA)



y € B(xbelongstoB)

y =f(x) canalso be written as

(xy) ef

Since (x,y) represents a pair of elements we can think of these in relations
fcC AXB or

f can thought of as a sub set of the product of sets A and B we have earlier
referred to.

And, therefore, the elements of f are pair of elements like (x,y).

In the discussion of a function we must consider all the elements of set A
and see that no x is associated with two different values of y in the set B

What is domain of function

Since function associates elements x of A to elements y of B and function
must take care of all the elements of set A we call the set A as domain of
the function. We must take note of the fact that if the function can not be
defined for some elements of set A, the domain of the function will be a
subset of A.

Example 1
Let A={1,2,3,4,—-1,0,—4}
B={0,1,2,3,4,—1,—2,—3}

The function is given by
y=f(x)=x+1
forx=1,y=2

x=2,y=3

x=3,y=4

x=4,y=5



x=-1,y=0
x=0,y=1
x=-4,y=-3

clearly y=5 and y= -3 do not belong to set B. therefore we say the domain of
this function is

the set {0,1,2,3, —1, } which is a sub set of set A.
What is range of a function

Range of the function is the set of all y’s whose values are calculated by
taking all the values of x in the domain of the function. Since the domain of
the function is either is equal to A or sub set of set A, range of the function
is either equal to set b or sub set of set B.

In the earlier example,

Range of function is the set {1,2,3,4,0} which is a sub set of set B
SOME FUNDAMENTAL FUNCTIONS

Constant Function

Y = f(x)=K, for all x

The rule here is: the value of y is always k, irrespective of the value of x

This is a very simple rule in the sense that evaluation of the value of y is not
required as it is already given as k

Domain of ‘f’ is set of all real numbers

Range of ‘f’ is the singleton set containing ‘k’ alone.
Or

Dom=R, set of all real numbers

Range= {k}

Graph of Constant Function



Lety =f(x) =k =2.5
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The graph is a line parallel to axis of x

Identity Function

Y = f(x)=x, for all x

The rule here is: the value of y is always equals to x

This is also a very simple rule in the sense that the value of y is identical
with the value of x saving our time to calculate the value of y.

Dom =R
Range =R
i.e. Domain of the function is same as Range of the function

Graph of Identity Function
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Modulus Function

y=f0) = lxl={**Z0
—x,x<0

The rule here is: the value of y is always equals to the numerical value of x,
not taking in to consideration the sign of x.

Example
Y =f(2)=2
Y=f(0)=0
Y=f(-3)=3

This function is usually useful in dealing with values which are always
positive for example, length, area etc.

Dom =R
Range =R* U {0}

Graph of Modulus Function
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Signum Function
|x| . 1,x >0
y=f)={x"* T ={0x=0)
O,x=0 _1;x<0

This is also a very simple rule in the sense that the value of yis 1 if x is
positive , 0 when x=0, and -1 when x is negative.



Dom=R

Range = {—1,0,1}

Graph of Signum Function
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Greatest Integer Function
y = f(x) = [x] = greatest integer < x
For Example [0] =0,[0.2] =0,[2.5] = 2,[-3.8] = —4,etc.
Dom=R
Range=Z(set of all Integers)

Graph of The function

[e)]

[e)}

Exponential Function
y = f(x) = a* wherea >0

Dom=R

11



Range=R"
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The specialty of the function is that whatever the value of x, y can never be

0 or negative

Graph of Exponential Function
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Logarithmic Function
y = f(.X) = logax
Dom=R?*
Range =
Graph of Logarthmic Function
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LIMIT OF A FUNCTION
Consider the function

y=2x+1

lets see what happens to value of y as the value of x changes.

Lets take the values of x close to the value of, say, 2. Now when we say

14

value of x close 2. It can be a value like 2.1 or 1.9. in one case it is close to 2

but greater than 2 and in other it is close to 2 but less than 2.Now consider

a sequence of such numbers slightly greater than 2 and slightly less than 2
and accordingly calculate the value of y in each case.

Look at the table

X y=2x+1
1.9 4.8
191 4.82
1.92 4.84
1.93 4.86
1.94 4.88
1.95 4.9
1.96 4.92
1.97 4.94
1.98 4.96
1.99 4.98
2.01 5.02
2.02 5.04
2.03 5.06
2.04 5.08
2.05 51
2.06 5.12
2.07 5.14
2.08 5.16
2.09 5.18
2.1 5.2
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We see in the tabulated value that

as x is approaching the value of 2 from either side, the value of y is
approaching the value of 5

in other words we say,

y > 5(ytendsto 5)as x > 2(xtendsto 2) or

x—2

INFINITE LIMIT

As x—> a for some finite value of a, if the value of y is greater than any positive
number however large then we say

Y = oo (y tends to infinity)

In other words y is said have an infinite limit as x - a. And we write

limy = o
xX—a

Example

If

1

y =

Then
limy = oo
x—0

Since x>0, x% — 0 and x? is positive,

1
— becomes very very large and is positive. Therefore the result.
X

Similarly,

As x-> a for some finite value of a, if the value of y is less than any negative
number however large then we say

Y - oo (y tends to minus infinity)



In other words y is said have an infinite limit as x = a. And we write

limy = —o
xX—a

Example

If

_ 1

y - ;;

Then
limy = —o0
x—0

Since x>0, x2 — 0 and x2 is positive,

1 . .
— — becomes very very large and is negative. Therefore the result.
X

LIMIT AT INFINITY

16

As x becomes very very large or in other words the value of x is greater than a

very large positive number , i.e. x = oo, if value of y is close to a finite value’ a’,

then we say has a finite limit ‘a’ at infinity and write

limy=a

X—00

Example

Lety=l
X

1
As x—>°°, - becomes very very small and approaches the value 0.Therefore

X
we write

limy=20

X—>00
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similarly

As x becomes very very large with a negative sign or in other words the value
of x is less than a very large negative number , i.e. x - oo, if value of y is close
to a finite value’ a@’, then we say has a finite limit ‘a’ at infinity and write

lim =qa
X—>—00 y

Example
Let y = L
X

1
As x—>oo, - becomes very very small and approaches the value 0.Therefore

we write

X—>—00
ALGEBRA OF LIMITS
1. Limit of sum of two functions is sum of their individual limits
Let lim,_,, f(x) = mand let lim,_,, g(x) = n, then

lim(f(x) + g(x)) =m+n

Xx—a

2.Limit of product of two functions is product of the their individual limits
Let lim,_,, f(x) = mand let lim,_,, g(x) = n, then

lim(f(x) X g(x)) =mxn

xX—a

3. Limit of quotient of two functions is quotient of the their individual
limits

Let lim,_, f(x) = m and let lim,_, g(x) =n # 0, then

f6) _m

lim__~ 7
vag@) 7



SOME STANDARD LIMITS

1. lim,_, P(x) = P(a) where P(x) is polynomial in x

Example
lim(2x2+3x+1)=2%x12+3X1+1=6
x—1
xn_an . .
2.1im,,, = na™~! where n is a rational number
Example
x2 — g2
lim = 2q2-1 = 2qa
x»a X —a
im (14 n=e,
n—oo ;
: k
lim (14+" n=ek,
n—oo )
1
4. lim,Lo(1+n)r=¢e
k
lim,o(1 +n)n = ek
5.lim “ =Ia
x—>0( x
Example
241
.limx_)o ( ) =1In2
X
6. li loga(1+x)
1mx—>0 e * = loga €

Example

lim,_,g @= Ine =1

18
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SOME STANDARD TRIGONOMETRIC LIMITS

1lim, o sinx =0

2.lim,pcosx =1

3.limypgtanx =0

4. lim,_ SinTX= 1, here x — 0throughradian values

5. lim sinx

X 180
Example
_Sin mx m
lim = __
x—0 sin nx n
Since
lim sin mx _ lim sin mx y nx « m
x-0 sin nx  x-0 mx sinnx n
m m
=1X1X_=_
n n
3 5
2x2+3x+5 2+=-+
—00 2 —00 —_
x 3x2 +2x+1 x 34 2 +
X x2
Example
o 14+2+4+3........n
lim
X—00 nz
n(n+ 1) mztn) _ (1+rlz) 1
=lim_  Z=lm_.__ " =Ilm =

x—0 2 X n? x—0 2 X n2 X—00 2 2
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Example
(1 — cosx) 2sin*™  gsin2x 1 sin% sin’,
lim = lim _ =—(lim ) X (lim )

x—0 X2 x—=0 X2 X2 2 x>0 & o0 X
2 2 2

1 1

==X1XxX1=-

2 2

Existence of Limits
When we say x tends to ‘a’ or write x—>a it can happen in two different ways

X can approach ‘@’ through values greater than ‘a’ i.e from right side of ‘a’ on
the Number Line

Or

X can approach ‘@’ through values smaller than ‘@’ i.e from left side of ‘a’ on the
Number Line

The first case is called the Right Hand Limit and the later case is called the Left
Hand Limit.

We, therefore conclude that Limit will exist iff the right Hand Limit and the Left
Hand Limit both exist and are EQUAL

Consider the Greatest Integer Function

y=f(x)=[x]
Consider the limit of this functionasx —» 1

The right hand limit of this function

lim [x] =1
x—-1+

Since if the value of x is greater than 1 for example 1+h,h> 0, then the greatest
integer less than equal to 1+his 1

The left hand limit of this function

lim [x] =0

x—1—



Since if the value of x is less than 1 for example 1-h,h> 0, then the greatest
integer less than equal to 1-his 0

In this case the right hand limit and the left hand limit are not equal

And therefore the limit of this function as x — 1does not exist

15

1 l//’ ¢ < ¢ 4
0.5

For that matter this function does not allow limitas x - n

Since the right hand limit will be always n and the left hand limit will be n-1.

Consider the Signum Function

| x| . 1,x>0
y=f) ={x"*F%=({0x=0}
0,x=0 _1'x<0

Consider the limit of this functionasx —» 0

21

The right hand limit of this function is 1 and the left hand limit of this function
is -1 as evident from the definition of the function and concept of right and left

hand limits

Therefore this function does not have alimitasx — 0
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Continuity of function

A function is continuous at a point ‘c’ iff its functional value i.e the value of
the function at the point ‘c’ is same as limiting value of the function i.e value
of the limit evaluated at the point ‘c’

OR
lim f(x) = f(c)

X—C

This means that a function is continuous at a point ‘c’ iff

All the three conditions mentioned below holds good

1.limit of the function as x — c exists

2.the function has a value at x=c. i.e f(c) does exist

3.the limit of the function is equal to value of the function at the point x=c
Most of the functions we encounter are continuous functions

For example

The physical growth of a child is a continuous function

The distance travelled is a continuous function of time

Continuous functions are easy to handle in the sense that we can predict the
value at an latter stage. For example if the education of a child is continuous
we can predict what he or she might be reading after say 5 years.

Examples

The constant function is continuous at any point ‘c’ and hence is continuous
everywhere.

lim f(x) = limK = K ,where f(x) = K is the constant function
X—C X—C

Consider the Function

_x*2—16
f) =——r
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This function is not continuous at x=4.Since the function is not defined at x=4
Consider another Function

f(x) = [x] or the greatest Integer Function
Consider the point x=2

This function does not have limit x = 2 as the Right Hand limit will be 2 and the
Left Hand Limit will be 1.Hence this function is also not continuous at x = 2

Example
x2 —16 -4
, X
f)={x—-1
8,x =4
lim f(x) =lim ¥~ 10 — Jim(x + 4) = 8 = f(4)
x—4 x4 x — 4 x—4
i.e

lim f(x) = f(4)
x—4
This function is therefore continuous at x=4

Limiting value is same as functional value

Consider another Function

k X
14+ ,x*0
foo =Y
ek, x=0
x P2
lim f(x) = lim (1 + %) =lim[(1 + 5] = et
x—0 x—0 X x—0 X

1irr(} f(x) = ek = f(0)
i.e

limit of the function is same as value of the function at the point



therefore, the function is continuous at x=0
example

consider the function

1
y = f(x) = (FSn x#0
0, x=0
Consider the point x=0
1

lim f(x) = lim*Sin; = 0= f(0)
x—0 x—0

Therefore the function is continuous at x=0

As,
1
0 < |xsin—| < [x|
x

Taking limit as x— 0, we can conclude that
. 1
lim
x—0 XSiNn = 0

24



25

Differentiation

A function f(x) is said to be differentiable at a point x=c iff

I fle+h) —f(o)
im

P o exists
In general, a function is differentiable iff
+ h) —

lim f&x )~ @) exists

h—0 h

Once this limit exists, it is called the differential coefficient of f(x) or the
derivative of the function f(x) at x=c

Or
hli%‘f(CH;l)_f(C) _ F O
h) — ,
,}lr({‘f(x+ h) f(x) - F )

Where f'(c) and f'(x) are the differential coefficient or the derivative of the
function, the first being defined at x=c

Examples
Consider the function
y = f(x) = k or the constant function

In this case the differential coefficient f'(x)is given by

fx+6x) = f(0)

F(x) = lim
8x—0 ox
. k—k
= lim =0
8x—0 Ox

Therefore the constant function is differentiable everywhere and the
derivative is zero
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Consider the function

y=fx)=x
) = tim JET )~ @)
&x—0 ox

. (x+6x)2 —«x2
= lim
8x=0 (x + 6x) — x

= 2x
Consider the function
y = f(x) = sinx
o = tim TEF 8D~ ()

5x—0 ox

. sin(x + 6x) —sinx
= lim ( )

Sx—0 ox

) .
2cos(xi xﬂ) X sin x+6x—x

= lim 2 ( 2 )
6x—0 0x
cosS (x 1 0x ﬂ) Xsin x+6x —x
= lim 2 ( 2 )
Sx—0 Q
2
C (x +0x ﬂ) sin 90X
— 2 ( 2 )
0X
2

. ox
= limcos (x + —) x 1
5x—0 2

= COSX

Therefore

y = f(x) = sinx



— = cosx
dx

Algebra of derivatives

Consider two differentiable functions u(x) and v(x)

Let
y=u+v
Then
du dv
ﬂ = __ 4+
dx dx dx
Let
y=uXv
dy dv du
dx _ “dx T dx
Let
¢ #* 0
=, v
Y v
du y dv
ﬂ _dx dx
dx V2
Example
1
y = sinx + x3
dy
R 2
I cosx + 2x
2

y = X2c0SX

27



dy

dx

= x2(—sinx) + cosx(2x)

= —x2sinx + 2xcosx

sinx

y =
CcoSsXx

dy _ cosxcosx — sinx(—sinx)

dx (cosx)?

dy  (cosx)? + (sinx)?

dx (cosx)?

dy _ (cosx)? + (sinx)?
dx (cosx)?
dy 1

dx (cosx)?

= (secx)?

Geometrical meaning of f'(¢c)

Consider the graph of a function

y=fx)

f(c+h)-f(c)

X=C x=c+h

28
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fle+h)—f(o)
h

Represents the ratio of height to base of the angle the line joining the point
P(c,f(c)) and Q (c+h,f(c+h))

i.e

et —f© _

A anf

Where 6 is the angle the line joining the point P and Q makes with the positive
direction of x axis.

In the limiting case as h— 0 i.e as Q— P the line PQ becomes the tangent line
and the the angle 8 becomes the angle a which the tangent line makes with
the positive direction of x axis

i.e

lim
h—0

fle+h) —f()
h

= f'(c) = tana = m (the slope of the tangent)

Application to Geometry

To find the equation of the tangent line to the curve y=f(x) at x=xo

The equation of line passing through the point (xo, f(x0)) is give by
y = f(xo) = m(x — xop)
Where ‘ m’ is the slope of the tangent line.
As, we have seen
m = f'(xo)
The equation is therefore
y — f(xo0) = f(x0)(x — xo)
In the above example if we take

f(x) = x2 and the point xo = 1



The equation to the tangent at the point is given by

y — f(xo) = f(x0)(x — x0)

Or
y—12=2x1(x—-1)
where
f(xg) =xg=1%2and f'(xg) =2Xx9=2%1
ie

the equation is
y—1=2(x—-1)
Derivative as rate measurer

Remember the definition

i f(c+h)—f(c)
1m
h—0 h

=f©

The quantity

fle+h) —f(o)
h

measures the rate of change in f(c)wth respect to change h in

Consider the linear motion of a particle given as

s = f(t)
Where ‘s’ denotes the distance traversed and ‘t’ denotes the time taken

The ratio
S
t

Denotes the average velocity of the particle

To calculate the local velocity or instantaneous velocity at a point of time

t=towe proceed in the following way

!

C

’

30
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Consider an infinitesimal distance’ s’ traversed from time t=to in time’ 6t

The ratio
ds
ot
Still represents a average value of the velocity

The instantaneous velocity at t=to can be calculated by considering the
following limit

. 0s
lim
§t—0 Ot

or

ds

vV =—
dt

Where ‘v’ represents the instantaneous velocity which is defined as rate of
change of displacement
Similarly, we can write the mathematical expression for acceleration

As

dv
dt

Or the rate of change of velocity

Example
If the motion of a particle is given by
s=f(t)=2t+5

Which is linear in nature, we can calculate velocity at t=3

ds
v(t=3)=—=2
dt

It is clear that the velocity is independent of time ‘t’.
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ie
the above motion has constant or uniform velocity.

And, therefore, the acceleration
dv 0
a = e
Or the motion does not produce any acceleration.
Consider another motion of a particle given as

s=f(t) =2t2+3

Here the velocity at t=3 can be calculated as

ds
v(t=3)=a=4t=4><3=12

And the acceleration
dv
=4

a :E_

Therefore we can say that the motion is said to have constant or uniform
acceleration

Derivatives of implicit function
Consider the equation of a circle

x2 + y2 = 12
This is an implicit function

Lets differentiate this equation with respect x throughout, we get

dy
2x + Zydx =
dY_—x

dx y
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Derivative of parametric function
The equation of a circle can also be written as
X = rcost
y = rsint
This is called parametric function having parameter ‘t’

In this case

dyz%= rcost  x  —x

dx dx —rsint -y vy
dt

Derivative of function with respect to another function

Consider the functions

y=fx)
z=g(x)
@1
dx g'(x)
Example
Let
y = sin(x)
zZ=x3

dy _ f () __cosx
dx g(x) 3x2

Derivative of composite function
Consider the function

y = f(u) where u = g(x)

Theny is called a composite function



In this case
d du
d_y = _y X
dx du dx

This is called Chain Rule. This can be extended to any number of functions.

Example
1.Let
y = sinx?
This can be written as
y = sinu
And
u = x2
Applying chain rule, we have
2/ =é] xﬁt = cosu X 2x = 2xcosx?
dx du dx
2.Let
y = tanex’

This can be written as

y = tanu
And
u=ev
v = x?

Applying chain rule, we have
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dy dy du dv 2 2
= X X = sec?u X ev X 2x = sec?e* X eX X 2x

dx du dv dx

Derivatives of inverse function

_ ox 1
since — = —
y Oy
ox
dx_
dy dy
dx

As 6x = 0,6y also - 0
Which follows from the fact that
y = f(x) being a dif ferentiable function is a continuous function

And the condition of continuity guarantees the above fact.

Derivative of inverse trigonometric function

Let
y = sin~1x
Where ye (— Z,E)
2’2
This can be written as
X = siny
dx
E = cosy
Or
dy 1 1 1 1

dx cosy +V(1 — sin2y) N +V(1 - x?) B V(1 —x2)

Since cosy is positive in the domain
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Let
y = cos~x
Where ye(0, )
This can be written as
X = cosy
dx _
d_y = —siny
Or
dy -1 —1 -1 -1

dx siny B +V(1 — coszy) B +V(1 — x2) B V(1 - x2)

Since siny is positive in the domain

Let
y = sec 1x
Where ye (0, g) U (%,n)
This can be written as
X = secy
dx
— X
& secy X tany
Or
dy 1 1 1 1

dx  secyXtany x\(secty —1) x(#VoZ - D) V(I -2
Since secy X tany is positive in the domain
Let

y = cosec~1x
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Where ye (— ; 0) U (0, %)
This can be written as

X = cosecy

dx

— = —cosecy X coty
dy

dy B -1 -1 -1 —1
dx cosecy X coty  xV(cosecty — 1) x(+V(x2 — 1)) |x[V(1 - x2)

Since cosecy X coty is positive in the domain

Let
y = tan-1x
This can be written as
X = tany
dx
___ = sec%y
dy
Or
dy 1 1 1
dx  secty 1+tan?y 1+ x2
Let
y = cot~1x
This can be written as
X = coty
dx
___ = —cosec?y

dy
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Or
dy -1 -1 -1
‘dx cosecty 1+cotty 1+ x2

Higher order derivatives

Let
y=fx)

Is differentiable and also

dy

=1

dx
Is differentiable. Then we define

d dy d 3
@) =@ S

_ o faH80 - f@

6x—0 0x

This is the 2M. Order derivative of the function

Similarly we can define higher order derivatives of the function
Example

Let

y=f(x)=x3+x2+x+1
dy
_—=f(x)=3x24+2x+1
dx

dzy

E=f”(x)=6x+2



Consider the Function

y = f(x) = Acosx + Bsinx

Here
dy .
_~ = f'(x) = —Asinx + Bcosx
dx
ay .. o
i f'(x) = —Acosx — Bsinx = —y
i.e in this case
dzy
— — 0
dx? Ty
Monotonic Function
Increasing function
Consider a function
y=f)

If x, > x1 implies f(xz) > f(x1)

Then the function is increasing

Example
y=fx)=x+1
f)=24+1=3
f=1+1=2
or

f2)>f(1)
Therefore the function is increasing

Graph of the function
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Decreasing function
Consider a function

y=fx)
If x, > xq implies f(xy) < f(x1)

Then the function is decreasing

Consider the function

y=f(x)=
X

f2) =2
2

1

f(1)=1=1

Or

f2) <f(1)
Therefore the function is decreasing

Graph of the function

40
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A function either increasing or decreasing is called monotonic.
Derivative of Increasing Function
If f(x) is increasing, then

f'(x) = lim flx 480~ f) >0

8x—0 Ox

i.e

for increasing function the derivative is always positive

Derivative of Decreasing Function

If f(x) is decreasing, then

oo [ ) — )
F = m IO

i.e
for decreasing function the derivative is always negative
example

let

y=fx)=x+1



Yt =1>0

dx

Therefore the function is increasing

Let
1
y=fx)=-
X
d -1
P ofw=_<o
dx X2
Therefore the function is decreasing
Let
y=flx) =x2
d
P =re0 =2
dx
>0forx>0
<0forx<o0

Therefore the function is increasing for x > 0 and decreasing for x < 0

Graph of the function

y = f(x) =x?

U

d
N

7
™\
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MAXIMA AND MINIMA OF A FUNCTION
Consider a function
y=f)

Consider the point x=c
If at this point

f(c) > f(c+ h),where |h| < 6
Then f(c) is called local maximum or simply a maximum of the function
If at this point

f(c) < f(c+ h),where |h| < 6
Then f( c) is called a local minimum or simply a minimum

A function can have several local maximum values and several local minimum
values in its domain and it is possible that a local minimum can be larger than a
local maximum.

If f(c)isalocal maximum then the graph of the function in the domain
(c—6,c+9)

Will be concave downwards

If f(c)isalocal minimum then the graph of the function in the domain
(c—6,c+9)

Will be concave upwards
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maiximum
maiximum
maiximum
minimum

minimum

N — 7

maximum
maximum
maximum
minimum
minimum
T T A

Maximum Case
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In other words at a point of local maximum the function is increasing on the
left of the point and decreasing on the right of the point

Therefore the derivative of the function changes sign from positive to negative
as it passes through x=c

f'(c)=0 f'(c) is not defined

f(x)>0
o> / f'(x)<0 f'(x)>0 / f'(x)<0

c-h c c+h -h c c+h

Therefore we conclude that the derivative of the function is a decreasing
function and as such its derivative i.e the second order derivative is negative

Minimum Case

At a point of local minimum the function is decreasing on the left of the point
and increasing on the right of the point

Therefore the derivative of the function changes sign from negative to positive
as it passes through x=c

£'(x)>0 f'(x)<0 f'(x)>0

f'(c)50

f'(c) is noIdeﬂned

rd " i T

c-h ¢ cth c-h C c+h



46

Therefore we conclude that the derivative of the function is a increasing
function and as such its derivative i.e the second order derivative is positive

In either maximum or minimum case the 1. derivative of the function is zero
or is not defined at the point of maximum or minimum

The point x=c where the derivative vanishes or does not exist at all is called a
critical point or turning point or stationary point.

A function can have neither a maximum nor a minimum value
Example

Consider the function

y=flx)=x3

Here

d 2

% 3x
This vanishes at x=0
And

d?y

F 6x

Which also vanishes

Therefore we may conclude that the function does not have maximum neither
minimum value
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Point of inflexion

/ point of inflection

If a curve is changing its nature from concave downwards to concave upwards
as shown in the figure or vice versa, then at the point where this change occurs
is called the point of inflexion. In other words on one side of the point of
inflexion the curve is concave downward and on the other side the curve is
concave upward or vice versa

In the above figure,

On the left side of point of inflexion a maximum value occurs and to the right
side of point of inflexion a minimum value occurs.

In other words, remembering the condition of maximum and minimum, we can
say,

The 2" order derivative changes its sign from negative to positive as in the
case given in the figure or vice versa.

In other words the point of inflexion is the point of either maximum or
minimum of the 1 derivative of the function

Hence at the point of inflexion the 2"%. order derivative vanishes or is not
defined and the 2"%. order derivative changes its sign as it passes through the
point of inflexion
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i.e at the point of inflexion

2
1. 5 = f"(x) = 0 oris not defined
dx?
2. The 2".order derivative changes sign as it passes through the point
Example

Consider the function we discussed earleier

y=f(x)=2x
Here
d 2
d_ic} = 3x
This vanishes at x=0
And
d?y
F i 6x
Which also vanishes at x=0
But
d3y
e 6 +0

N B O 0 O

D o P K

iy

Therefore we conclude that

X=0is a point of inflexion for the curve
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Working procedure to find the maxima and minima

1.Given any function, equate the first derivative to zero to find the turning
points or critical points

2.Test the sign of the second derivative at these points. If the sign is negative it
is appoint of maximum value. If the sign is positive it is a point of minimum
value.

3. then calculate the maximum value/minimum value of the function by taking
the value of x as the point

Example

If the sum of two numbers is 10, find the numbers when their product is
maximum

Solution
Let the numbers be x and 10-x

Let

y=f(x)=x(10~-x)

= 10x — x2
dy
—=10—-2x=0
dx x
x=5
dzy
E=—2<O

Therefore the function which is the product of the numbers maximum if the
numbers are equal i.e 5 and 5.

EXAMPLE
Investigate the extreme values of the function
f(x) =x*—2x2+3

The critical points are roots of the equation



f(x) =4x3—4x =0
Or
f(x) =4x(x2—1)=0

Or

Lets check the sign of the 2", Derivative at these points
Now,
f'(x) =43x2—-1)
f(0)=4(-1)=-4<0
Therefore x=0 is a point of maximum value.
The maximum value of the function is given as

f(x)max = f(O) =3

Now
ff(1)=43—-1)=8>0
Therefore x =1 is a point of minimum value.

The minimum value of the function is given as

f(x)minzf(1)=1—2+3=2

Now
f'(-1)=43B3-1)=8>0
Therefore x =-1 is a point of minimum value.

The minimum value of the function is given as

f(x)min:f(_l):1_2+3=2

50
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INTEGRATION AS INVERSE PROCESS OF DIFFERENTIATION

Integration is the process of inverse differentiation .The branch of calculus which
studies about Integration and its applications is called Integral Calculus.

Let F(x) and f(x) be two real valued functions of x such that,

LF(x) = f(x)

Then, F(x) is said to be an anti-derivative (or integral) of f(x).
Symbolically we write [ f(x) dx = F(x).

The symbol [ denotes the operation of integration and called the integral sign.
'dx' denotes the fact that the Integration is to be performed with respect to x .The function
f(x) is called the Integrand.

INDEFINITE INTEGRAL

Let F(x)be an anti-derivative of f(x).
Then, for any constant ‘C’,

L{F () +C} = di F(x) = f(%)

So,F(x) + C is also an anti-derivative of f(x), where C is any arbitrary constant. Then,

F(x) + C denotes the family of all anti-derivatives of f(x), where C is an indefinite constant.
Therefore, F(x) + C is called the Indefinite Integral of f(x).

Symbolically we write

[ F@ dx = F@) +C,

Where the constant C is called the constant of integration. The function f(x) is called the
Integrand.

Example :-Evaluate [ cos x dx.
Solution:-We know that

dsinx = cosx
dx

So, [cosx dx =sinx +C

ALGEBRA OF INTEGRALS

LIf() +g@)]dx = [ f(x)dx + [ glx)dx

2. [kf(x)dx =k [ f(x)dx, for any constant k.

3.flaf(x)+bg(x)]dx =a/ f(x)dx+ b [ g(x)dx,
for any constanta & b



INTEGRATION OF STANDARD FUNCTIONS

1. [ xndx = T 4cC ,(n# —1)
1 n+1
2. [Zdx =In|x|+C
X
3. [ cosx dx = sinx +C
4, [sinxdx = —cosx + C
5. [ sec?x dx = tanx + C
6. [ cosec?x dx = —cotx + C
7. [secxtanxdx = secx +C
8. [ cosecx cotxdx = —cosecx + C
9. [exdx =ex+C
xdy =%

10. fadx—lna+C,(a>0)
11. [tanx dx = In|secx| + C = —In|cos x| + C
12. [ cotxdx = In|sinx| + C = —In|cosecx| + C
13. [ secxdx = In|secx + tanx| + C
14, [ cosecx dx = In|cosecx — cotx| + C
15. (-l dx = sin-

5 | j=Fdx =sin"lx + C
16. U S U -

6 j1+x1zdx—tan1x+C
17. fx —— dx = sec”lx + C
18 Jo—=dx=Injx+Vx2+1]+C
19. g — —

jmdx =Injx +Vx2 —1|+C

25inx+b2cos?

¥ dx

Example:- Evaluate IE
- sin22x
. 25in2x+b2cos?

Solution:- | & ST ST dx

sin22x

_J. a?sinx+b?cos?x d

4sin?x.cos’x

2
g de+” [ ax

4 Y cosZx 4  sin’x

2 2

a b
=_ [ sec2x dx + __ [ cosec?x dx

4 4

=l[aZtanx — b2 cotx]| + C
4

INTEGRATION BY SUBSTITUTION

53

When the integrand is not in a standard form, it can sometimes be transformed to

integrable form by a suitable substitution.

The integral [ f{g(x)}g (x)dx can be converted to

[ f(®)dt by substituting g(x)by t.
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So that, if [ f(t)dt = F(t) + C,then

| flg()}g () dx=F{g(x)} + C.

This is a direct consequence of CHAIN RULE.
For,

i[F{g(x)} +Cl= [F(t) + C] = f(t) —=flg™}g(0)

There is no fixed formula for substitution.

Example:- Evaluate [ cos(2 — 7x) dx
Solution:-Putt = 2 — 7x
So that 4t dt = -7 =dt=-7dx

fcos(Z — 7x) dx —_fcostdt
:_151nt+C
=__sin(2—-7x)+C
7

INTEGRATION BY DECOMPOSITION OF INTEGRAND

If the integrand is of the formsin mx - cos nx, cos mx - cos nx or sin mx - sin nx,
then we can decompose it as follows;

1. sinmx - cosnx=1-2 sinmx - cosnx = i[sin(m + n)x + sin(m — n)x]
2 2

2. cos mx - cos nx=1[cos(m — n)x + cos(m + n)x]
2

3. sinmx - sin nx=§ [cos(m — n)x — cos(m + n)x]

Similarly, in many cases the integrand can be decomposed into simpler form, which can be
easily integrated.
Example:-Integrate [ sin 5x - cos 2x dx

Solution:- fsm 5x - cos 2x dx
= _f [sin(5 + 2)x +sin(5 — 2)x] dx

= _ [(sin 7x + sin 3x) dx

=_[—- lCOS7x—-C053x] +C
2° 7 3

= _—C057x——C053x+ C
14 6

in 6x + sin 4
Example:-Integrate [ 2> 7 "™ gy

cos 6x + cos 4x

. sin 6x + sin 4x 2sin 5x cos x
Solution:- [X 2% gy = [ TRF
cos 6x + cos4x 2 cos 5x cos x
sin 5x
= dx
cos 5x

Put t = cos 5x, so thatg_t = —5sin5x = dt = —5sin5x.dx
X

. [ Sin6x + sin4x _ _1pdt _
1] = sf lnItI +C

cos 6x + cos 4x
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1

= —=In|cos 5x| + C

= _ln|sec5x| + C
5

INTEGRATION BY PARTS

This rule is used to integrate the product of two functions.
If u and v are two differentiable functions of x, then according to this rule have;

fuvdxzufvdx—f[;fvdx]dx

In words, Integral of the product of two functions

= first function X (Integral of second function)
— Integral of (derivative of first X Integral of second)

The rule has been applied with a proper choice of ‘First’ and ‘Second’ functions .Usually
from among exponential function(E),trigonometric function(T),algebraic
function(A),Logarithmic function(L) and inverse trigonometric function(l),the choice of
‘First’ and ‘Second’ function is made in the order of ILATE.

Example:-Evaluate [ x sin x dx

Solution:- [ x sin x dx
= x [ sinx dx —f[;i_x.fsinx dx] dx
X

= —xcosx + J cosx dx
= sinx —xcosx + C

Example:-Evaluate [ ex cos 2x dx

Solution:- [ e* cos 2x dx = e* cos 2x — [ e*(—2 sin 2x) dx
= e¥ cos 2x + 2 [ e* sin 2x dx

ex cos 2x + 2 [e* sin 2x — 2 [ e* cos 2x dx]

=e*cos2x +2e*sin2x — 4 [e*cos2xdx + K

S0,5 [ ex cos 2x = ¢*[cos 2x + 2sin 2x] + K
« J excos 2x dx = "*[cos 2x + 2sin 2x] 4+ C (where = K/ )
5 2

INTEGRATION BY TRIGONOMETRIC SUBSTITUTION

The irrational forms Va2 — x2 , Vx2 + a2 , Vx2 — a2 can be simplified to radical
free functions as integrand by putting x = asinf,x = atan 8 , x = a sec 6 respectively.
The substitution x = atan 8 can be used in case of presence of x2 + a2 in the integrand,
particularly when it is present in the denominator.

ESTABLISHMENT OF STANDARD FORMULAE

1. J‘Vzetg;&:sin—lf+6
a



dx —1x
fa2+2_atan ;+C
d _ 1 -1

== gsec S+ C
- a
. dx —_—
J ¥zl = In|x + Va2 + a?| + C

Ay —_—
j§_0Iution!s,: =In|x +Vx2 —a?| + C

' Let x = asin®, sothat dx = acosf df and 6 = sin-1~

gA woN

a
dx =f acos6 db zfacosedezfde=0+C=Sin_1i+c
VaZ—x? VaZ—aZsin?6 acos8 a
2. Let x = atan @, so that dx = asec20 df and § = tan—1 -
dx asec?0 do asec20 do asec?0 1 “ 1
R = = = de == = =
fx2+a2 f a? tan20+ a? f a?(tan%0+ 1) fazsecze a f a6 ae tc
= ltan-124C
a a
3. Let x = asec#, so that dx = asecOtan0 df and § = sec-1 -
a
- dx _ asecOtan6 do _ [asecbtan® g =1fd9
) J xVxé—a? _J a sec®VaZsec?0—a? _J asecOatand a
=10+C =1lsec1Z4¢
a a a
4. Let x = atan 8, so that dx2= a sec20 do.
o de | asec’ dd  — fasec 6(19:[ secO df = In|secH + tanbf| + K
VxZ+a? Va2tan26+a? asech
=In|Vtam#=Tt + tan 6| + K=In |[V_+ 1+ + K
a? a
_ x+VxEFat
“In|[—— | + K
a
=In|x + Vx2 + a?| + K — In|q|
=In|x + Vx2 + a?| + C (Where C=K —In|a| )
5. Let x = asec, sothat dx = asecOtan0 do
X dx _ rasecOtan® df _ asecOtanf _
’ f\/xz—az - f\/azsecze—az o f atan8 do = f sec 6 do

=In|secf + tan 8| + K =In|secd + Vsec?0 — 1|+ K
X \/XZ
a a

_ x+Vx=a*
=In |——| + K

=In|x + Vx2 — a?| + K — In|a]
=In|x + Vx2 — a?| 4+ C (Where C=K — In|al| )

SOME SPECIAL FORMULAE
2
1. Va2 —xzdx=22¢\/a2—x2+%sin_1%+6
2, [VxrFazdx = VxrFar+ "In|x +VxrFaz| + C
2 2

2
3. JVxt —a?dx =3 x2—a2—%1n|x+\/x2—a2|+6
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Solutions:
1. [Vaz —x2dx = [1 -Va? — x2dx
= x\/aZ—XZ—fx( —2x 2) dx
= x\/EZ—_x7+J

2

“’f’z-ﬂ?’“
—(a%—x?
:x\/az _xz +fﬁ=2_=x2_—dx

= xWaZ = x% + a? J

a

X —
7= — [ Va2 — x%dx
ZJ‘\/aZ —xZdx = xNa? =xZ + a2 Jvadxﬁx

=xVaZ=xZ+ a?sin-1+ K

a
_— 2
[Vaz —x2dx =7Zr\/a2 — x2 +%sin‘1§+ C (WhereC =§)

2. [Vx2 4+ a2dx = [1 -Vx2 + a2dx

= x\/x2+aZ—fx(2/2 5) dx
= xWxZFa? = dx
(x+a2—5 a?
= xVx? + a2 — fﬁ?ﬁ——
=xVxZFaz — | VxTF azdx + a2 | dx
x“+a
ZJ'\/x2+a2dx= wxXZTFaZ + a? | &

Vx24a?

So, Zf\/x2 +a%dx = xVx? + a2 + aln|x + Vx? + a?| + K
f\/’xf—-ﬁrz‘dx— Vxrraz+ 1n|x+\/x2—-m%|+c

(Where C = 2)
3. [Vx2 —a2dx = [1 - Vx?2 — a2dx
= x\/x2—a2—fx(>/—)dx

= x\/xz—aZ—J dx

X —a

(x2—a?)+a?
= xVx2 — a? — fﬁ=2_=a2——

= xVxF—a? - VX7 =azZdx + a? |

sz—azdx
Zf VxT=azdx = xVxT=aZ — a2 J

Neom
S0, 2 [Vx2 — a?dx = xVx?2 —a? — a?ln|x + Vx2 — a?| + K

[V = aZdx —N‘Z——_ln|x+m| +C

(Where C = )
2

METHOD OF INTEGRATION BY PARTIAL FRACTIONS

If the integrand is a proper fraction P(x)), then it can be decomposed into simpler
Qx

partial fractions and each partial fraction can be integrated separately by the methods outlined
earlier.
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SOME SPECIAL FORMULAE

dx
1. = _In|—
fxz—az 2a |x+a | +C
dx _ 1 atx
> e TEhi=l+e
%olutions: ) )
' We have, _1 = =t t-_)
x2—a? (x—a)(x+a) 2a x—a x+a
= J( - _ydx
xz—a2 x—a xta
= 21 [In|]x —a| —In|x +al] + C
DR =% +cC
2 X2—aZ — 2a 'xta 1
Wehave, _1 =

a?—x2 (a+x)(a—x)

f =" [ 4 1ydx

a?—x2  2a at+x a—x

=1[lnla+ x| —Inla—x|]+C
2a

f” —_mﬁﬂ+c

%2

2
Example:- Evaluate dex
X— X

Solution:=- Let __x+.  _ 4 B c
L N S e e T —

(x—=1)2(x+3) x—1  (x—1)2 x+3

Multiplying both sides of (1) by (x — 1)?(x + 3),

= x2+1=A0—-Dx+3)+Bx+3)+Clx—1)27777

Putting x = 1 in (2),we get,B = %

Putting x = —3in (2),we get,10 = 16C = C = _
Equating the co-efficients of x% on both sides of (2), we get
1=A+C=A4=1-_ :3

Substltugmg the values of A B &C in (1) we get
x*+

(x—l)z(x+3)

] v

8 x—l + 2 (X—DZ + 8 x+3
f& dx
(x—12(x+3)
_ 3 dx 1 dx 5 dx
B _fx 1 f@é—l)z ts x+3
= —ln|x —1+= 1n|x + 3|

+C

2(x—1)
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dx

Example:- Evaluate/

(x—=1)(x2+4)

Solution:- Let——— = -4 4 2*¢ 1)
- (x—=1)(x2+4) x—1  x2+4

Multiplying both sides of (1) by (x — 1)(x2 + 4),we get
x=Ax*+4)+ (Bx+C)(x — 1) -=-=--------- 2

Putting x = 1in (2), we get,A = f

Puttingx = 0in (2), wegetO—4A C=C-= 4A=>C—E

Equating the co-efficients of x2 on both sides of (2), we get

0=A+B>B=
Substituting the values of A, Band Cin (1) we get
x 1 (x—4)
(x — 1)(x2 + 4) 5(x — 1d) 5 (x2+4)
x—4
(x— 1)(x2+4) 5 x—1 Efx2+4

_ 1 dx 1  xdx 4 dx
_gfxd—l 5fx2+3+5fx2+4
_1 x 1 2xdx

T 5 x1 +Ef Tzt _f X2+4

=1In|x — 1| = LIn|x2 + 4| + 2tan-1 (%) + C
5 10 5 2

2
Example:- Evaluate [

(x24+1)(x2+4)
2
Solution:- Let x2 = y Then ___* -V
—_— *2+1)(x2+4) +DO+4)
let » -4 8 Q)

O+ (y+4) y+1  y+4
Multiplying both sides of (1) by (y + 1)(y + 4),we get
y=Ay+4) +B(y+1) - )

Putting y = —1 and y = —4 successively in (2),we get,A = —15 andB = ;
Substituting the values of A and B in (1),we get
g 1 4
(0+)(0+8) — 3+ @ 3(0+4)

Replacing by 7, we obtain
2 1

_ 4
CENCED NI
X
A v = __1f dx +é—f dx
(®+1) (x2+4) 3 x2f1 3 x2+4

-1 x
= —;tan x+;tan (E)+C
DEFINITE INTEGRAL

If f(x) is a continuous function defined in the interval [a,b] andF(x) is an anti-
derivative of f(x) i.e., dF(x) = f(x) ,then the define integral of f(x) over [a,b] is denoted by

| f(x)dx and is equal to F(b) — F(a)
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ie., J-b f(x)dx = F(b) — F(a)

The constants a and b are called the limits of integration. ‘a’ is called the lower limit and ‘b’
the upper limit of integration.The interval [a,b] is called the interval of integration.

Y
A
=f(x)
0| 4 d b X
Geometrigally, the definite integral ) f(x)dx is the AREA of the region bounded by the
a
curve y =¥ f(x) and the lines x = a, x = b and x-axis.

EVALUATION OF DEFINITE INTEGRALS

To evaluate the definite integral J'ﬁ f(x)dx of a continuous function f(x) defined on [a, b],
we use the following steps.

Step-1:-Find the indefinite integral [ f(x )dx
Let [ f(x)dx = F(x)

Step-2:-Then, we have
fpf(x )dx = F(X)]Z= F(b) — F(a)

a

PROPERTIES OF DEFINITE INTEGRALS

1. f: Flx)dx = — fb“ £ )dx

2 [ fedx=["fO)dy = [ f(z)dz

i.e., definite integral is independent of the symbol of variable of integration.
3. [P feydx = [Cfo)dx = [P FGx)dx,a<c<b

4, [“fx)dx = [“fla—x)dx,a>0
0 0

5. a X dx: Zfaf(x)dx, iff(_x)zf(x)
J_“f( | 0, D=

2a _ r2f f)dx,  iffRa—0)=f()
o Jo F G )dx= 1 a0

Example:- Evaluate J‘Ol xtan—1x dx
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x2

dx

2
: 1

Solution:-We have, [ xtan-1x dx = * tan-x — _[
— ; 2 2 x%41

- X -1, _ 1 (x+1)-1

=3 tanlx — - f—xwdﬁx
Ttan~x— _[dx+ _J
2 2 2" W41
=% _tan~1ly — X 4 ltan-1x

2 x—313

2
+1),
=0 panlx — X
2 2 .
1 x2+1 — X
[oxtan™"x dx = [—tan™' x = 7]
0 i 2o
=tan~11—_="_1
2 4 2

Vs
Example:- Evaluate | /2 sinx dx
0

sinx+cosx

T[ .
Solution:-Let I:J- /2 sinx
- 0

sinx+cosx
T

7-[ .
:fo /2 sm(E—x) dx

sin (;_x) +COS(;_X)

Xy cos x
- 2=
_JO cos x+sin x dx

T/ sin x T/ oS x /5 (sinx+ cosx)

o ol=l+1=[""2 2 — (/2
21=1+1 fO sin x+cos x dx+f0 cos x+sin x dx fO (sinx+cosx)
(/2 do= T _m
=)y ¢ dx=x]y"C =3

s =

jﬂ/z sinx dx =

i3
0 sinx+cosx 4

AREA UNDER PLANE CURVES

DEFINITION-1:-

Area of the region bounded by the curve y = f(x), the X-axis and the linesx = a,x = b is
defined by

Area=|[" ydx| = |f* f(x)dx]

Y
A

0

>II<
0 b T X
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DEFINITION-2:-Area of the region bounded by the curve x = f(y), the Y-axis and the lines

y = ¢y = dis defined by
Area=|[" xdy| = ||~ f()dy|

v

Example:-Find the area of the region bounded by the curve y = e3x, x-axis
and the lines x =4, x = 2.

Solution:-The required area |s deflned by
A_ 4e3xdx - e3x] (eIZx —_ e6x)
J 3 3
2

Example:-Find the area of the region bounded by the curve xy = a?, y-axis
the linesy=2,y=3

a?

Solution:- We have, xy = a? = x =

>
~ The required area | |s def by

fg ch%d— [a2Iny]® = a2(In3 —In2) = a2In (3)
2 2 y 2 E

Example:-Find the area of the circle x24+y2 = a2

Solution:-We observe that, y = Va2—x2 in the first quadrant.

=~ The area of the circle in the first quadrant is defined by,

A= an\/aZ—x2 dx

and
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As the circle is symmetrically situated about both X —axis and Y —axis, the area of the circle
§ defirgled by,
A:4jb Vaz=xZ dx

21" 2 _qxC
—4|§\/a2—x2 +a7sm 1=
ao

a . T
= 4_ sin 11 = 2a?_ = ma?.
2 2

DIFFERENTIAL EQUATIONS

DEFINITION:-An equation containing an independent variable (x), dependent variable (y)
and differential co-efficients of dependent variable with respect to independent variable is
called a differential equation.

For distance,

1. 4 = sinx + cos x
dx
2. &+ 2xy = x3
3. y=Xx \/ dy 2
—+ _
dx 1+ (dx

Are examples of differential equations.

ORDER OF A DIFFERENTIAL EQUATION
The order of a differential equation is the order of the highest order derivative
appearing in the equation.

2
Example:-In the equation, d_y2+ 3 dl+ 2y = ex,
_— dx dx
The order of highest order derivative is 2. So, it is a differential equation of order 2.

DEGREE OF A DIFFERENTIAL EQUATION

The degree of a differential equation is the integral power of the highest order
derivative occurring in the differential equation, after the equation has been expressed in a
form free from radicals and fractions.

3
Example:-Consider the differential equation ¢~ dy 2
— w0G) —4y=0
In this equation the power of highest order derivative is 1.So, it is a differential equation of
degree 1.

Example:-Find the order and degree of the differential equation

3
dy 2.°/2 2y
[1+(E)] =K-—=
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Solutlon- By squarlng both sides, the given differential equation can be written as
2

K? (dz) —[1 +(—)] =0

The order of hlghest order derivative is 2.S0, its order is 2.
Also, the power of the highest order derivative is 2.So, its degree is 2.

FORMATION OF A DIFFERENTIAL EQUATION
An ordinary differential equation is formed by eliminating certain arbitrary constants
from a relation in the independent variable, dependent variable and constants.

Example:-Form the differential equation of the family of curves  y = asin(bx + ¢), a and
¢ being parameters.

Solution:-We have y = a sin(bx + ¢)------------- 1)

Differentiating (1) w.r.t. x, we get
gl= ab cos(bx + ¢) ¥

D|fferent|at|ng (2) w.r.t. x, we get

_y— —ab? sin(bx + ¢) 3
dx?

Using (1) and (32 we get

This is the required differential equation.

Example:-Form the differential equation by eliminating the arbitrary
constant in y = Atan—1x.

Solution:-We have, y = Atan—1x Q)

Differentiating (1) w.r.t. x, we get
dy _ A - 2

dx ~ 1+x2
Using (1) and (2), we get
dy _ y
dx (1+xd)tan
~ (14 x?)tan— 1xd_ =y

This is the required differential equation.

SOLUTION OF A DIFFERENTIAL EQUATION
A solution of a differential equation is a relation (likey = f(x) or f(x,y) =
0)between the variables which satisfies the given differential equation.

GENERAL SOLUTION
The general solution of a differential equation is that in which the number of
arbitrary constants is equal to the order of the differential equation.
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PARTICULAR SOLUTION
A particular solution is that which can be obtained from the general solution by
giving particular values to the arbitrary constants.

SOLUTION OF FIRST ORDDER AND FIRST DEGREE DIFFERENTIAL
EQUATIONS

We shall discuss some special methods to obtain the general solution of a first order
and first degree differential equation.

1. Separation of variables
2. Linear Differential Equations
3. Exact Differential Equations

SEPARATION OF VARIABLES

If in a first order and first degree differential equation, it is possible to separate all
functions of x and dx on one side, and all functions of y and dy on the other side of the
equation, then the variables are said to be separable.Thus the general form of such an
equation is f(y)dy = g(x)dx
Then, Integrating both sides, we get

[f(»dy = [g(x)dx + C asits solution.

Examgle:-odbtain the general solution of the differential equation
9y +4x =0
dx

Solution:- We have, 9yz_y+ 4x =0
- X
= 9yd_y = —4x
dx

= 9y dy = —4x dx
Integrating both sides, we get
9 [ydy = —4 [ xdx

9 -
>_ Y ="x2 4 K
2 2

= 9y2 = —4x2 + C (Where C=2K)

=>4x2+9y? =C
This is the required solution
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LINEAR DIFFERENTIAL EQUATIONS

A differential equation is said to be linear, if the dependent variable and its differential co-
efficients occurring in the equation are of first degree only and are not multiplied together.
The general form of a linear differential equation of the first order is

%H Py =Q, (1)

Where P and Q are functions of x.

To solve linear differential equation of the form (1),
at first find the Integrating factor = e/ P ax 2

It is important to remember that

|F = el Prax
Then, the general solution of the differential equation (1) is

y.(I.LF) = [Q.(I.F)dx + C 3)

Example:-Solve &2+ y secx = tanx
—_— dx

Solution:-The given differential equation is

%‘L+ (secx)y = tanx (())
X
This is a linear differential equation of the form

%L+ Py = Q ,where P =secxand Q = tanx
X

|.F= ef P-dx — ef secxdx —pln(secx+ tanx)
So, I.F=secx +tanx

~ The general solution of the equation (1) is
y.(I.LF) = [QU.F)dx + C

= y (secx +tanx) = [tanx (secx +tanx)dx + C
= y (secx +tanx) = [(tanx secx + tan?x)dx + C
= y (secx +tanx) = [(tanx secx + sec?x — 1)dx + C
= y(secx +tanx) =secx +tanx —x + C
This is the required solution.

Example:-Solve: (1 + x2) Y4 2xy —4x2 =0
E— dx

Solution:-The given differential equation can be written as



d
1+ xz)_y + 2xy = 4x?

dx ,
dy 2 Ly = ¥ 1
>y Y=__ e 1)
dx = 1+x? 1+x2

This is a linear equation of the form %z+ Py =4,
X

2 4x2
Where P =~ _andQ =
1+x2 14x2

We have, |.F = ef Pdx = gf2x/(14+x7)dx = gin(1+x?) = 1 4 y2 -w-r-rmmmemmeeees )

~The general solution of the given differential equation (1) is
y.(ILF) = [Q.(I.F)dx + C
N — . 4x2
= yAd+x) = —. (1 +x2dx +C
=> y(d+x)=4[x2dx+C
=  y(+x?) =§x3+C
This is the required solution

EXACT DIFFERENTIAL EQUATIONS

DEFINITION:- A differential equation of the form

M(x,y)dx + N(x,y)dy = 0 is said to be exact if 3 = n
ay 0x

METHOD OF SOLUTION:-

The general solution of an exact differentia equation Mdx + Ndy = 0 is

[ Mdx + [ (terms of N not containing x)dy = C,
(y=constant)

Provided am = 2V

ay ox
Example:- Solve;(x2 — 4xy — 2y?)dx + (y% — 4xy — 2x%)dy = 0.
Solution:-The given differential equation is of the form Mdx + Ndy = 0.

Where, M = x2 — 4xy — 2y261\(;1nd N = y2 — 4xy — 2x?
We have M = —4x — 4y = __

ay ox
: aN : : . o
Since 9 = __ | so the given differential equation is exact.
ay ox

The general solution of the given exact differential equation is
[ Mdx + [(terms of N free from x)dy = C

(y=constant)
= [(x2 — 4xy — 2y2)dx + [ y2dy = C
(y=constant)
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= ?—szy—ny2+?=C

= x3—6x2y —6xy%2+y3=_C.
This is the required solution.
Example:- Solve;(x% — ay)dx = (ax — y?)dy

Solution:-The given differential equation can be written as

(x2 —ay)dx + (y?2 — ax)dy = 0---------m--mm-mm- 1)
Which is of the form Mdx + Ndy = 0,
Where,M = x2 — ay and N y2 — ax.

We have 2 = —q and ?" = —q
ay aN ox
Since 3 = __, the given equation (1) is exact.
ay ox

= The solution of (1) is [(x2 — ay)dx + [ y2dy = C
(y=constant)
= x Y
3 —axy + 3= C
= x3 —3axy + y3 =C,
Which is the required solution.

Example:- Solve; yewdx + (xexy + 2y)dy = 0.
Solution:- The given differential equation is yexvdx + (xe*y + 2y)dy = 0,

Which is of the form Mdx + Ndy = 0.
Where,M = yery and N = xe*y + 2y
We have 9M = exy + xyexy = o
ay dox
So the given equation is exact and its solution is
[ yexvdx + [ 2ydy = C.
(y=constant)
>ev+y?=C

Example:- Solve; (3x2 + 6xy2)dx + (6x2y + 4y3)dy = 0

Solution:- The given equation is of the form Mdx + Ndy = 0,
Where,M = 3x2 + 6xy2 and N = 6x2%y + 4y3
We have 3 = 12xy =
ay ax
So the given equation is exact and its solution is
[(3x% + 6xy2)dx + [(4y3)dy = C

(y=constant)
3x3 4
=>__ +_xy24+_y+r=C
3 2 4

> x3+3x2y2+y+=2C
This is the required solution
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